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Introduction

@ test if we wish to

In social ?tatietics, wg may use the ¢
analyze (typically in data derived from a smell sample,
and about the underlying distribution of which we do not
want to make assumptions - so that we cannot use a parametric
test): :

- 1, vhetper there exists a statistically significant
difference between two or more gets of tabulated, empirical
(stbé@@sticﬁllfgata. Typicclly: '

. T Y - X+Y

A} op q p+q
| table 1
B 7 8 - r+s
A4B |p+r q+s | ptg+r+s

Example: We toke an aselcct samplc of 100 UliZA students;
the varisbles X and Y stand for, rcsp., male and female;
A ond B stund for, rosp. baptized and non-baptized 1n any
Christien churchi Our tablu could have the following form:

:f{male_ female total
baptized;iETGfgf;:-- By 78
won-bapt. lgfififffi; .2¢¢  Jgf?2é?i:' _ igﬂﬂﬁLjé
total - 89 ] SR e

The KZ test now yields a perticular gtatistic (in this case:
2= 0.20), aszociated with a partioular numbor of degrees of
frecedom (df = (a-1).(b-1) = 1, where o is number of row entries
and b is number of column entrics,.)Consulting a X2 table we



HE  UNIVERSITY OF ZAMBIA
SCGCIOLOGY

A TOTE ON Tiis WLY TLST AND THE “IL' % TEST AS USLEFUL

ATLT wIaIVES TO THE K2 TEST IN Tk hRALYSiS OF SHALL

SAMTLE DATA.

Wim ¥M.Jd. van Binsgbergen Deccmber 1972

Introduction - - -

In social ?tatistics, W may use thc:xz test if we wish to
analyze (typicelly in data derived from a small sample,
and about the underlying distribution of which we do not
want to make assumptiqns - so that we cannot use & paramctric
tost): .

- 1. vhetper there exists a statistically significant
difference_between two or more sets of tabulated, gupirical
(stbchnstical) data, Typiccllys :

X PR s - X+Y
A+ op q p+q
B table 1
B r 8 r+s
A4B p+r q+s p+Q+r+s

Example: We toke an aselect samplc of 100 ULZA students;
the varicbles X and Y stend for, rcsp., male and female;
A ond B stand for, resp. baptized and non-baptized 1n any
Ch%istian church, Our table could have the following form:

‘male female total
baptizedt 98¢ b 6| 78 _
won=-bapt.| 19 S L A 3£EQQJ§ '_?
total 89 = 1. L |

The KQ test now yields a particular statistic ' (in this case:
'X2= 0.20), asaogciated qith'a'particular nunber of degrees of
frocdom (df = (a=1).{b=1) = 1, where a is number of row entries
2

and b is number of column c¢ntrigs.)Counsulting = toble we
X
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very suitablc for the fusearch problems arising from small
sample rosearch in-the social scicnces (Binsbcrgen 1970).,
These tcets were called by Spitz: 1 tcst (for ‘two or more
stochastic distributions) and 1' test (for onc stochastic
distribution as compared to a standard expcctation); the
name derives from the extensive usc of logarithms that is
made in these teets, Once onc is eccustomed to the

uge of (notural) logarithms, calculations are extremcly simploy
nong. of the disadvantages of the X2 occur (therc is no
correction for continuity :icither a minimal requiremcnt per
cell)y and, once the statistic is calculated, it can be
inferpreted with a normal X2 table, obscrving the same rules
about degpecs of freedom as apply to Xz. (1)

I"will-hot discuss tho mathematical ba wckground of the
l_gnd_l' tests in relation to the X2 teat (cfs Mood 19503
Woolf 1957; Spitz 1961), but shall only demonstratc the
application of thesc tests on thc basis of the (fictive)

data used proviously (tables 2 and 4).

The 1 tost.

The gentral formula for the computation of 1 isg:

a b b
1= 2Lnlnn+Z_Zfi..1nf Zn.lnn Zf .ln £, 7
izl j=1 %9 g J
(where: :
' n = gample size
In = natural logarith (basgsis e)
a = nurber of row (ntrius
i = rank nunber of a particular row cntry (lz,i
b = numbcr of colunn cntries
J = rank number of a particuler column en‘try(l?,:j)b)
f;; = <frequency in a pgrtlculh;, idontified cell
nia = bottom total of a purtlcular column
ij = right-hand total of a particular row)

This may look cxtrumcly complicated, but things become cleurcr
if we rowrite tuble T accordlngly (p.t D )s

,(1) Thus, for the 1 taat, df = (E-l} (b-l) for the 1' test,
df a-lo



’ e E ‘ X+Y
A iy EEty TR
R £15 f-22. B table 5
A+B ny o o y

Substituting now the cmpincal values as shown inh table 25
the stotistic is computed as follows: .

= 2/(100,1a100)+(70.1n70 + 8.1n8 + 19.1h19 + 3.1n3) -
~(89.1089 + 11.1n11) - (78.1a78 + 22.1n22) /= 0,198, &

1he varmoasbvalues of a.ln a can be culcalatcd on the basis
of 2 table of natural logarlthms, but of course it
saves much time if one uscs a ta blc of a.ln a
straight-away; such a table is given by Spitz (19613 1965).
So the stondard procedurc for the 1 test, no matter
the number of row and column entr¥ics in our table, iss
1. add the valucs of a.ln a for, succcssively, n (=
sample size) and all ccll frequencies;
- aubatruct frcm this sum tha vulues cof a.ln a for all
" bottom and all right- _hand = totals;
3. multiply the recsult by two.
As you sco, the statistic °thus obtained has exactly the
gsamc valuc as XZ would have had; d*ffurences that may show

. carc due to rounding-ofi.

1"?The_lf.test.

Thevgehurul formula for the computation of 1' is:

: il
1t = 2 Zfi.ln(:—]—-)
i=1 e,
3 : i e
(wheres  £5 = froquency obscrved in the i-th column cntry
By o= frequency expucted in the i-th cglumn Lntrg
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Substituting the empirical cnd cxpected values as shown in
table 4, we get:

T0 19
1" = 2 ( 70,1n ——————or 4 19,1 ————me =
(40/100.89 (60/100)89
2 ( 70.1n =09 4 .190
356 534
(fictc that 1n—%¢-= lna -1nb )

2 £ 70.(1n700 = 1n 356) + 19.(1lnl90 = 1n534)_7 = 55.4.
Jr 31z

Thig is agoin the scme rcesult as X2 would have given.
For the calculation of 1' a table of natural logarithms is
obvicusly indispcnsable.

The standard proccdurc for the computation of 1' (no

matter the number of column entrics, i.e. of categories,
in our dcta) i$;

1. Yalculate the expected value as a fraction of the
totel sample size;

2. per column centry, divide thc obscrved valuc by the
expected value, and simplify-without writing the fraction
as a decimal fraction (this becausc it is tedious
to fiud the natural logarithms of decimal fractions):

3. per column cntry, subtract the natural logorithm
of the capected value from the notural logarithm of
the obscrved value - and multiply the rcsult by the
obscrved velues

4., add these products for each column entry;

5. multiply the sum by 2.
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